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A Perkin-- Elmer 1B DSC apparatus was used to test the O'Neill expression for the 
melting interval of pure compounds on samples of organic compounds I-- 10 mg in 
weight. On the basis of O'Neill's model, an expression for the melting interval of solid 
solutions, AT, has been derived. The difference between ATand T1 -- Ts (T1 and Ts = 
= liquidus and solidus temperatures) is discussed. A simple procedure for the determina- 
tion of solidus and liquidus temperatures from DSC data is proposed. 
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temperature of solidus-liquidus interface, K; 
solidus and liquidus temperature, respectively, K; 
initial and final transition temperature, respectively, in a DSC curve, K; 
temperature of sample container bottom, K; 
temperature of thermal energy source, K; 
temperature interval of non-isothermal or "complex" transition in a DSC 
curve, K; 
temperature interval of isothermal transition in a DSC curve (tempera- 
ture resolution of "sharp" transition), K; 
scanning rate, K. min - 1; 
transition energy, J; 
heat flow rate, J min-1; 
thermal resistance between sample and sample holder, K. min J-1; 
sample thermal resistivity, K. cm. rain. J-1; 
specific transition energy, J. g-  1; 
sample density, g. cm-3; 
sample weight, g; 
area of contact between sample and sample pan, cm2; 
thickness of liquid layer, cm, 
time, min; 
time interval of transition (peak width), min. 

Differential scanning calorimetry (DSC) has become a popular tool for investi- 
gating thermodynamic properties, and amongst others for the determination of 
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phase diagrams. During studies of the phase diagrams of binary systems, three 
thermal events are most frequently observed: (i) isothermal ("sharp") transition, 
e.g. melting of pure compounds, melting of eutectic of peri~ectic alloys; (ii) non- 
isothermal ("diffusion") transition, e.g. melting of solid solutions; (iii) "complex" 
transition, e.g. melting of binary samples containing some eutectic or peritectic 
alloy. In this last case the melting can be regarded as a superimposition of sharp 
and diffusion transitions. 

It is well known that in the DSC method both the onset and the end of any 
transition are a function of the scanning rate, and for this reason the determina- 
tion of both solidus (Ts) and liquidus (T1) temperatures in the same DSC experi- 
ment is a difficult practical problem. One can overcome this by carrying out two 
independent measurements, e.g. the determination of T~ by DSC and T 1 by means 
of hot-stage microscopy [1]. The extraction of a true temperature sample by 
computer treatment of the DSC data [2] seems to be a promising but expensive 
approach. In this paper a simple and convenient procedure for the estimation of 
solidus and liquidus temperatures from the same DSC curve is proposed. 

Experimental 

Initial purification was carried out by crystallization as follows: naphthalene 
from benzene; anthracene from toluene; pentachlorophenol (PC1OH) and hexa- 
chlorobenzene (HC1B) from CCI~. Diphenyl and pentachloronitrobenzene were 
initially purified by sublimation through activated carbon under vacuum. The 
details will be given elsewhere. 

All the compounds were subsequently purified by vacuum sublimation and 
zone-refining; approximately 100 zone passes were made. An alloy between 
PC1OH and HC1B was prepared by weighing appropriate amounts of zone-re- 
fined components into glass ampoules. The ampoules were then sealed under 
vacuum. After sealing, the materials were melted, vigorously stirred, rapidly 
cooled to room temperature and then ground. 

Samples masses for the DSC measurements were in the range 1.5- 10 mg. All 
samples were sealed in standard aluminium pans. In order to avoid the decomposi- 
tion of the material during melting, the encapsulation of PC1OH and PC1OH- 
- HC1B alloys was made in a box filled with argon. 

Measurements were performed using a Perkin-Elmer 1B DSC with an Ez 10 
recorder (Czechoslovakia) with a chart speed corresponding to 1 cm per degree. 
The curves were recorded after the annealing of the sample holder assembly at 
600 K for 15 minutes. Nitrogen was used as a purge gas. The measurements 
were carried out at four heating rates: 4, 2, 1 and 0.5 degree, rain -1 and addi- 
tionally at 0.25, 0.125, 0.062 and 0.031 degree, min -1 for two samples of naph- 
thalene. In order to obtain the last four scanning rates, the control knob of the 
calorimeter was connected to an outer motor. 
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Results and discussion 

Melting of  pure compounds 

The theory of sharp transitions in differential scanning calorimetry reported 
by O'Neill [3] has been developed by Gusenkov [4]. According to O'Neill, the 
temperature interval of sharp transition, A Ti~o, is given by the relationship: 

ATiso=tJ .pAH(2Ro+ rm I]1/2 A~p}j (1) 

The symbols used here are the same as in ref. [3] (except for ATand ATiso). 
We have tested O'Neill's formula with respect to three questions: (i) Does the 

melting interval of pure compounds A Tiso, increase linearly with the square root 
of the scanning rate, qql2 9 (it) How do the initial, Ti, and final, Tf temperature ~ p  �9 

of the melting peak depend on ~,lp/Z? (iii) Do there exist operating conditions under 
which the melting of pure compounds can be considered as "the instrument- 
limited case" [3] where the thermal resistance of the sample, r, is negligible in 
comparison with the resistance between the sample and the sample hoder, R0, 
and where the quantity 2R 0 -t- rm/A2p can be regarded as a constant? 

The melting interval was determined as shown in Fig. la (ATis o = T f -  ~).  
The results of ATi~ o determination at four scanning rates for several pure organic 
compounds are shown in Fig. 2. As can be seen, the quantity ATis o increases 
linearly with the square root of the scanning rate, in agreement with Eq. (1). 
It should be noted here that we did not observe the disappearance of A~s o extra- 
polated to zero heating rate, if the sample was a solid solution or if the material 
was decomposing during the melting. Therefore, the plot ATi,ovsT li2 ~p can be 
regarded as a test of the purity of the sample. 

The dependence of the initial and final temperatures of the melting peak on 
j - 1 /2  v , as can be seen in Fig. 3, is also linear. The points of Fig. 3 give a good idea 
of the experimental scatter. The deviations from linearity are larger than those in 
Fig. 2 and the scatter of the T i values is due, first of all, to the use of different 
samples. This last observations is not surprising, since it is well known that the 
accuracy of temperature determination by the DSC method is limited by the 
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Fig. 1. Schematic representation of the DSC data treatment, a) curve of pure compound, 
ATiso = T~-- Ti; b) curve of solid solution, AT = T f -  T~; c) curve of binary sample con- 

taining some eutectic alloy, AT = T~-- Tt 
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Fig. 2. Temperature interval of melting as a function of square root of scanning rate. 1 --  hexa- 
chlorobenzene 2.372 mg, 2--pentachlorophenol 4.053 mg, 3 -  naphthalene 2.110 rag, 
4 -- pentachloronitrobenzene 9.382 mg, 5 -- diphenyl 5.760 mg, 6 -- naphtalene 9.083 rag, 

7 -- anthracene 9.730 mg 

A 

~356 

o o 

354 

I 2 
~2 }<1/2 r~r%.l/2 

Fig. 3. Init ial  and final temperatures of melting peak in DSC curve against square root of 
scanning rate. - - o - -  naphtalene 2.110 mg, - -e - -naphta lene  9.083 mg 

reproduc ib i l i ty  o f  the rmal  resis tance between the  sample  and  the sample  ho lder ,  
and  it is no t  poss ible  in s t andard  ope ra t ions  to ob ta in  an  accuracy  be t te r  t han  
_+0.4 degree [5]. 

I n  our  opin ion ,  the  l inear  dependence  of  T i and  Tf on  the square  r o o t  o f  the  
scanning  ra te  can  be used for  the  de t e rmina t ion  o f  a sharp  t rans i t ion  tempera ture .  
By using this procedure ,  we have ob ta ined  a h igher  accuracy  o f  the  t empera tu re  
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Fig. 4. Variation of ATiso(~l'p) -1/2 with square root of melting heat for the same samples as 
in Fig. 2. The slope d(ATjso T~U2/d(AH1/~) ---= 2.3 degree ~/2 . rain ~/2 . j-it2. See text for details 
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Fig. 5. Scheme of the sample geometry in the DSC apparatus according to ref. [3]. Ro -- ther- 
mal resistance through which the thermal energy flows from temperature source (Tp) to the 

sample, M--  thermal ammeter. See text for details 

determination than by means of the measurements performed at one scanning 
rate (+__0.3 and +_0.6 degree, respectively). 

Re-plotting the results given in Fig. 2 in a new co-ordinate system, as shown in 
Fig. 4, allowed us to obtain an answer to the third question. Inspection of Fig. 4 
shows that the quantity AT~s o ~ / 2  increases linearly with the square root of  the 
sample melting heat, A H  m, the slope of  this line being d(ATis o ~l/2/d(AH1/2) = 
= 2.3 degree 1/2 rain ~/z J-2/2. The conclusion that can be drawn from this relation- 
ship is that the melting of the samples under consideration can be regarded as 
"the instrument-limited case". 

This result indicates that under the conditions used in these experiments (organic 
compounds, samples in the f o r m o f  melt 1 .5 -  10 mg in weight, scanning rate 0.5 
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to 4 degree rain- 1) the melting interval of pure compounds is governed basically 
by the scanning rate and the transition energy and does not depend on the kind 
of compound. Therefore, the diagram shown in Fig. 4 can be used for the estima- 
tion of the sharp transition interval of any sample if the transition heat is known. 

Melting of solid solutions 

On the basis of O'Neill's model [3], the melting interval of a solid solution could 
be derived. A schematic diagram according to [3] is shown in Fig. 5. 

The heat flow rate, W, from the temperature source, Tp, through the holder to 
the sample, is given by Newton's law: 

W -  Tp - To (2) 
Ro 

A(To  - r )  
W - (3) 

r x  

The melting process can be described by the equation: 

d x  
W = tlA p -  (4) 

dt 

which expresses the conservation of energy. 
It will be assumed that the temperature of the solid-liquid interface, T, is 

given by: 
T 1 -  Ts 

T = T~ + - -  t (5) 
At 

and that the temperature increases linearly with time: 

T p =  T~ q- Tpt  

After rearrangement and solving, yield the following relation: 

Tp t2 (T1 - Ts) t 2 = RoAptl + rptl x 2 
2 - -  2At --2-- 

(6) 

(7) 

For t = At, the quantity AH/Ap~o (thickness samples) may be substituted for x, 
and, since A T = A t T r, Eq. (7) becomes: 

AT 2 - (r l  - Ts)AT = TpAH 2Ro+ (8) 

Finally, the melting interval of the solid solution, A T, is obtained from Eq. (8): 

A T -  1"1 --2 rs + (T1 - T~)2+~I'vAH 2Ro+ AZp) ] (9) 
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It should be noted here that Eq. (9) for T1 - T~ = 0 gives Eq. (1) valid for pure 
compounds. Comparison of Eqs (9) and (1) provides the relation: 

A T _  T 1 - T s [  1 2 ]  112 
(T1 - Is) 2 + ATiso (10) 

Inspection of Eq. (10) reveals that the melting interval of the solid solution in 
the DSC method is related to two terms: the true melting interval of the solid 
solution, T 1 - T S, and the material-instrumental factor, A TI~ o. In this context, 
the quantity ATis o is the melting interval of the same sample, if its fusion was an 
isothermal transition. As mentioned above, this last factor can easily be estimated 
from the diagram in Fig. 4., if the fusion heat of the sample, AH, is known. Then, 
the true melting interval of the solid solution, T1 - Ts, can be calculated from the 
following equation: 

A T ~so 
r l  - rs = A T -  A---T- (11) 

In order to estimate the nutnerical values of the correction factor, ATZo/AT, 
we have measured the melting interval of six samples of PC1OH-HC1B mixture 
containing 0.502 mole fraction of HC1B. The PC1OH-HC1B system was chosen 
since it is known to form solid solutions in the whole composition range [6]. 
Typical results for two samples are given in Table 1. The quantity ATis o was 
estimated from the diagram in Fig. 4. Treatment of the DSC curves is demon- 
strated in Fig. lb. 

As can be deduced from Table 1 for the samples of miligram level, the correc- 
tion factor has a trivial effect if we take into account that the accuracy of tem- 
perature determination in our DSC experiments amounted to -t-0.3 degree. 

Table  1 

Mel t ing  in te rva l  ( A T )  of  two samples  of  PC1OH -- HC1B sol id  so lu t ion  con ta in ing  0.502 mole  
f r ac t i on  of  HC1B as a func t ion  of  scann ing  ra te  (J'p). Values  of  TI - -  T s have  been ca lcu la ted  

acco rd ing  to  Eq. (11) 

m, § ,JT, rl--Ts = dr -  ~r]so 
mg K min -1 K AT 

10.912 

4 11.5 9.97 = 1 1 . 5 -  1.53 
2 10.8 9.97 = 1 0 . 8 -  0.83 
1 10.2 9.77 = 10.2 --  0.43 
0.5 9.8 9.57 = 9.8 --  0.23 

1.510 

4 10.0 9.72 = 1 0 . 0 -  0.22 
2 9.6 9.47 = 9 . 6 - -  0.13 
1 9.4 9.34 = 9 . 4 - -  0.04 
0.5 9.5 9.47 = 9.5 --  0.03 
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However, in the case of larger samples (about 10 mg in weight) the use of the 
correction factor was necessary. 

Equation (11) implies that for solid solutions with small values of T 1 -  Ts 
the correction factor can be significant even under conditions of the high resolu- 
tion of temperature (small samples, low scanning rates). 

Conclusions 

We propose the following procedure for determination of solidus and liquidus 
temperatures form the DSC curve. 

The solidus temperature, T~, may be determined in any way, for instance accord- 
ing to the procedure given by the manufacturer or by that proposed by us in the 
previous section, or by means of an isothermal temperature calibration method 
[7]. It is important to note that the T~ determination must be done in just the same 
way as was used during the correction of the indicated temperature scale of the 
instrument. Also, the samples should be 5 -10  mg in weight. For samples smaller 
than 5 mg which are not pure compounds, a large fraction of the sample can be 
melted before the DSC trace rises detectably above the baseline [8]. In this case 
the uncertainty of the T s determination may be significant. However, the melting 
of samples larger than 10 mg should be considered rather as "the sample-limited 
case", and for this the diagram given in Fig. 4 is not adequate. 

The accurate value of the liquidus temperature, T1, can be calculated as the sum 
of Z~ and T 1 - T~, the latter quantity being obtained as described below. 

Firstly, the melting interval, AT, should be determined as is demonstrated in 
Fig. 1. 

Solid solution 

The T1 - T~ value may be derived from Eq. (11). In order to get the reading of 
ATi~ o from the relationship given in Fig. 4, the sample fusion heat, AH, must be 
known. This should be determined experimentally, from the peak area in the curve. 
However, as a first approximation, the fusion heat of the solid solution can be 
estimated as the weighted sum of the fusion heats of the components. It was 
found [9] that, even for the weak charge-transfer complexes where the inter- 
molecular interactions are stronger than those in solid solutions, the fusion heat 
of the complex is near the sum of the fusion heats of the components. In our 
experience, too large a difference in the experimental sample fusion heat and that 
calculated should be treated as an indication that some part of the melting heat 
was unrecorded due to the reasons mentioned by Davis et aI.[8]. 

Sample containing some eutectic alloy 

Two limiting cases may be distinguished, depending on the proportion of eutec- 
tic alloy to an excess component: "the sharp transition-limited case" and "the 
diffusion transition-limited case". 

3. Thermal Anal. 24, 1982 



RADOMSKI, RADOMSKA: DETERMINATION OF SOLIDUS AND LIQUIDUS 109 

In the former case the true T~ - T~ value is equal to A T  - ATi~o, where ATi~ o 
may be read from the diagram given in Fig. 4 for the A H  value identified with the 
fusion heat of the eutectic portion of the sample. Of course, plotting of the melting 
interval, AT, against the square root of the scanning rate and then extrapolation 
to zero heating rate yields the same result. 

Consequently, "the diffusion transition-limited case" can be treated as the 
melting of a solid solution. As can be deduced both from experimental results 
and from the comparison of Eqs (1) and (11), the difference between the transition 
interval as anticipated by thermodynamics and that measured from the DSC 
curve is much more in the sharp transitions than those involving diffusion. There- 
fore, if only the fusion of the eutectic portion is measurable, the melting of the 
whole sample can be considered as "the sharp transition-limited case". 

The DSC data for the samples containing peritectic alloy may be treated in the 
same way as in the eutectic case. 
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ZUSAMMENFASSUNG - -  Ein Perkin--]Elmer DSC-Gerfit 1B wurde zur Prfifung des O'Neill- 
schen Ausdruckes fiir den Schmelzbereich reiner Verbindungen an Proben organischer Ver- 
bindungen yon 1-- 10 mg eingesetzt. Auf Grund des O'Neill-schen Modells wurde ein Aus- 
druck ftir den Schmelzbereich fester L6sungen, AT, abgeleitet. Der Unterschied zwischen 
A T  und T, -- T s (T~, T s = Fliissig- und Fest-Temperaturen) wird er6rtert. Eine einfache 
Methode zur Bestimmung yon Fest- und Fliissigphasentemperaturen aus DSC-Daten wird 
vorgeschlagen. 

Pe3roMe - -  ~tIdi3~epeHttrlaJn, Hi, i~ cKaHi~pyromrt_~ I<mxopI~MeTp T/~IIIa 1B dprIpMt,I fIeplc.rlri~al~Mep 
6 B I J I  /eICnOJIb3OBaI-I ~JI~I IIpOBepKH Bi, ipameH~ O'He~ma~, ycTattOBJIeHttOrO )IJI~ I/HTepBa~a 
IIYIaBJIeHH~I ql;ICTMX coe)II/IHeHtt~ Ha nprPaepe opraH~ecKnx BeII~eCTB B31tTblX HO BeCy 1--1 0 Mr. Ha 
OCHOBaHHH Mo)/eart O ' H e ~ a n  6~,xao B~iBe~ei~o A r ~an I~HTepBa~a ITsIaBYIeHH~ TBep~t, IX paCTBO- 
poB. O6cym~leno pa3artane M e ~ y  A T H Tzr--Tc, r~e Tn rt Tc - -  TeMnepaTypLI agKBmxyea H 
co:~n~yca. Ylpe~o~eH npOCTO~ MeTO~ onpe~e~IeH/~I TeMnepaTyp :~Hr, Br~lyca r~ co~ii~ayca ri3 
~IaHrrbix ~ C K .  
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